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Introduction

This document will provide guidance for your HazardPRO System Manager operation. This document
includes an Operation Manual, System Wiring Information, Modbus Options, and optional mounting in-
formation. Additional information regarding HazardPRO sensors and nodes can be found in the Hazard-
PRO node and sensor Installation document Volume 2. For any additional questions please contact our
Technical Department via Tech@electro-sensors.com or by telephone at (800)328-6170.
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Section A
System Manager Configuration Options

Pieces of 32 |16 |4 XL/XM Enclosure Dimensions: 30" x 30” x 11”7 (21” display)
Equipment (Max) XS Enclosure Dimensions: 24” x 24” x 11”7 (15” display)
Nodes 96 |48 [12 |9.52”x 7.7" x 6.1” (Box Dimensions)

Sensors per Node 10 [10 |10 |2 are dedicated to ambient temperature monitoring
Sensors (Max) 960 | 480 | 120 [ All sensor types including ambient sensors
Temperature/Vibration [ 576 | 288 | 72 |6 sensors per node

Sensors

Contact Inputs 96 |48 |12 |1 Contact Sensor per node

Speed Sensors 96 |48 |12 [Generally one piece per equipment

Gateway Pairs 10 |10 |2

Relay 1/0 Boards 2 1 0 Each 1/0 board has 16 equipment relays and 1 warning alarm relay




Section B
System Manager Electrical Requirements

These are the electrical requirements for the System Manager. It explains the proper conditions and
configuration options. The system Manager should be installed, powered, and have the proper con-
figuration completed prior to installing the Nodes or the Sensors.

For the best commissioning results follow the recommended installation sequence.
Install the System Manager: connect power to it.

Install the receiving antennas.

Install the sending antennas.

Power up the Nodes and install in position.

Install the Sensors, verifying proper operation as they are installed.

o wON =

Electrical Power Requirements and System Control

1. Power requirement: 115 Vac, 15 AMP, clean power, dedicated.

2. Interface to Plant Control System (this is set up in the HazardPRO system manager under the
PCSl icon).

To ensure the proper operation of the System there are two required elements.

1. A Run signal that is “ON” whenever a piece of equipment is running. This Run signal must turn
“‘OFF” when the equipment is stopping or stopped. The system needs to be able to identify when
the equipment is running. This Run signal is supplied to the Run relay and the associated Run/
Stop logic.

2. The System Manager will keep the N.O. contacts of the run relay closed when the equipment is
running and there is not a shutdown alarm. If there is a shutdown alarm condition or the equip-
ment is stopped, the relay will be de-energized and the N.O. contacts will open.

There are two options for supplying this run signal to the HazardPRO system. One utilizes the Run
relays in the HazardPRO enclosure; the second option utilizes a Modbus TCP/IP connection directly
to the HazardPRO touch screen without using relays.

Option A: The Run signal is supplied from the run/stop circuit for the equipment; this connects
directly to a run relay on the Relay I/O board. A neutral/common is also required for a reference to the
Run/Stop logic.

______Option B: The Run signal is communicated by the PLC to the HazardPRO touch screen. A Mod-
bus TCP/IP interface communicates with a bank of Modbus registers that are read/written by both the
PLC and the HazardPRO touchscreen. There is a register for each piece of equipment and by set-
ting various values in the register, both the PLC and the HazardPRO touch screen know if a piece of
equipment is running, stopped, or in an alarmed condition. An Ethernet cable is used to connect the
PLC to the HazardPRO touch screen.



Power Supply Wiring
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Horn Relay Options

Model XS ONLY

Horn connection to Gateway Board
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Horn Relay Options

*For HazardPRO XM & XL System Managers

Horn connection to Relay I/0 Board

HazardPRO Relay /0 Board
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Run/Stop Connections

Run/Stop Connections - Using Run and Stop Push button Switches

HazardPRO Touch Screen

HazardPRO™

Wirsless Hazard Monitoring
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Run Input
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- gsen when there is no Run Command T 8 g S
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3-Phase Power
$—<115 VAC Neutral T T
Motor Starter L
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Run —| = Motor Starter Aux Contacts:
- Closed when motor is powered
Stop - Open when motor is not powered
115 VAC Hot

Run/Stop Connections - Using PLC Inputs/Outputs to the Relay 1/0 Board

HazardPRO Touch Screen
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Run/Stop Connections

Run/Stop Connections - Using Plant HMI Run/Stop and PLC Outputs

Run/Stop Connections - Using Plant HMI Run/Stop and PLC Outputs

HazardPRO Touch Screen
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Add this wire to an ACinput to - Closed when motor is powered
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the PLC is giving a RUN command of

to a piece of equipment.

Add this wire to an AC input to

read if there is a warning or shutdown
condition anywhere on the HazardPRO
system. This Alarm Relay can also be used
forahorn.

Run/Stop Connections - Using Modbus TCP/IP Communication between
HazardPRO System Manager and PLC

Run/Stop Connections - Using Modbus TCP/IP Communication between
HazardPRO System Manager and PLC
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Section C

System Manager Configuration
Model XS ONLY

Gateway 4
(Optional)

Gateway 3
(Optional)

Gateway 2

Gateway 1
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System Manager Configuration
Model XM ONLY

Gateway 4 Gateway 3 Gateway 2 Gateway 1
(Optional) (Optional)
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System Manager Configuration
Model XM ONLY

Gateway 4 Gateway 3 Gateway 2 Gateway 1
(Optional) (Optional)
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System Manager Configuration

Model XL ONLY

Gateway 4 Gateway 3 Gateway 2 Gateway 1
(Optional) (Optional)
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Status

This menu selection displays the equipment being monitored
and the available space for equipment expansion. The menu
will allow you to select any piece of equipment. Once selected
(highlighted) the equipment Name, Status and Section areas will
be visible.

Log Off

Status View:

North Receiving Belt

ELECTRO-SENSO
=

Dust Morth Reclaim

Running Wormal warning || F

Figure 1

1. Displays all the equipment and the corresponding status.

2. Displays the status of the equipment selected, including: Running
Hours, RPM, alarms and shutdown conditions.

3. This area displays all of the sections and the sensors. Clicking a specific
section would display the individual information for that section.

4. The key shows what each colored symbol represents on the status page.




To view sensor details, select the desired Section (Figure 2). The equipment sec-
tion will then display each sensor being monitored. Each sensor input will be in
numeric sequence. Selecting Details will open a detailed view of each input, and
will allow a graph to be displayed.

Detail View:

North Receiving Belt Tail - (Mode 1d 1) North Receiving Belt
=N
ELECTRO:-SENSORIN - -

180.0

RPM

Running Normal

Temperature:
North Receiving Belt Tail - (hoe
T

Hide Details Input 1; Alignment - East Details

Input 2; Bearing - East 60 of Details

Input 4; Bearing t
L .. | ]

He: Details Health | Hide Details

Running Narmal warning [ Forced 1w Running Normal warning [Jl]  Forced

Figure 3 Figure 4

Section status, monitor readings for each of the inputs for the section.

This will expand to view details of each sensor (Figure 3 is expanded).

Selecting Details will expand to show overall health of the Section (figure 4).
Selecting Live Chart will open a graphical representation of sensor data (Next Page).
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Live Charts:

Live Chart

Input 1 - East Alignment Temperature vs Time

(=]
Figure 5
Displays the name of the Input, type of measurement, and the following details (Fig-
ure 5):

1. Green signifies equipment is running (green bar).

2. The measured value (black line).

3. Heartbeat (dots on the black line) displays either the primary or the secondary
transmission.

4. Warning value (yellow line).

5. Shutdown value (orange line).

Speed Calibration:

The initial speed calibration occurs automatically after the equipment is attached and
a run command is given for the very first time. To recalibrate or reset the set-point,
hold a magnet up to the calibration target on the bottom of the Node for three seconds
while the equipment is running.

Set Points:

* Speed Warning: 90% of the calibrated speed (not adjustable).

+ Speed Shutdown: 80% of the calibrated speed (not adjustable).
Note: Warning and Shutdown values will only be visible if the equipment has received
a run command (As shown in figure 6 & 7).

Run Signal:

When the system receives a run signal, for the first 60 seconds the System Manager
will display the warning and shutdown values while ramping up to 80% and 90% of
the calibrated speed. The system will then monitor for speed slowdowns. If a fault oc-
curs the alarm will sound until silenced.

No Run Command Run Command

0 REM Hide Details - Shaft 120 REM Hide Details

0 Rl
0 RPM

Live Chart Live Chart

Figure 6 Figure 7



Event Resolution

This menu displays any event when a condition is detected
outside the normal or preset parameters. This section will

: display: the event, cause, time, and will provide a graph. It will
[nJP oot then allow the user to add comments about the event and the
resolution. Also, it will allow full documentation of the event
including closing, saving, and printing.

o
S

History

Log Off

Event Resolution:

m n: )ate: ne:
ELECTRO-SENSORS
‘yJ Tank 1 Top Drag 08/06/2015 08:28:26 Open
Section: Tail Cause: under speed forced shutdown

System Integrator - admin
- Date: 08/06/2015 Time: 08:29:22

Tank 3 Top Drag 08/06/2015 08:25:12 Open Cleared Forced Shutdown allowing equipment to run
g a Section: Tail Cause: under speed forced shutdown

Tank 2 Top Drag 08/06/2015 08:25:12 Open
Section: Tail Cause: under speed forced shutdown

Tank 1 Top Drag 08/06/2015 08:25:12 Open

Section: Tail Cause: under speed forced shutdown Add Comment
- 8

Add Comment

0m1328 031828 03:23:28 08:28:26 033235

d Date:

Close Event Frint Event

—Shiaft RPM Warning Shutdown Q) Event

Running MNormal

Figure 8

Select Event Resolution from the main side menu (Figure 8).
Selecting an event will highlight the event.

Graph will display data from the moment the event was triggered.
Enter any comments regarding the selected event.

Enter comments regarding the resolution to the event.

Close the event.

Print the event for a hard copy.

After an event has been closed it can be archived.
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History

This menu displays the historical information for each piece of
equipment: Section (Node) and Input. Data is available for a
selected date and time range.

Log Off

History:

Input:

ction: Date:

Equipment: Sect

| 02:00 | D40 0 0 12:00 |14:DD ‘15:\3\3 ‘lEm:II:I ‘::

Input 7 - Shaft RPM vs Time

o "

|

031528 031825 082328 03:28:28 083235

Runring

Shutdawn System Log @ Frimary T @ Secondary TX

Running Normal warning []  Forced Shutdown alarm [T]  Bypassed [ urused [l

Figure 10

Select History tab from the main side menu.

Select options from the drop-down menus.

Select Input, this will include all sensors and items referenced on page 19.
The time bar can be adjusted by clicking on and sliding the bars to define
specific time ranges.
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Input description table:

Battery Voltage

Reads the battery voltage.

Sensor Power Voltage

Reads the sensor voltage.

Signal Strength

Reports the node signal strength in Decibels.

Elapsed Time

Reports the time between transmissions.

Packet Difference

Reports the number of data packets transmitted over
time.

Transmission Reason

Why the data packet was transmitted. Examples are:
heartbeat, inputs changed, retries, etc.

Attempt Number

Reports the number of retries the Node has sent before
the system manager sent an acknowledgment.

XBee Boot Duration

The time it takes the radio to boot or wake up.

XBee Transmission
Duration

The length of time the radio was awake to complete the
last transmission.

XBee Status Code

The status success rate. If a failed transmission occurs
this will provide a reason for the failure.

XBee Update Settings

This will increment whenever the wireless communication
settings are updated.

XBee Reload AT Cmds

If the Processor has difficulty communicating with the
transceiver or detects a new transceiver, the graph will
increment by one.

XBee Bad Frames

If the transmission packet does not comply with the ex-
pected command structure, this variable will increment by
one.

XBee No Processor Comm

If the processor communication fails it is
incremented by one.

Communication Init Fail

If the node processor cannot successfully initialize the
communication section of the program at boot.

Node Boots

The number of times the node reboots in a given amount
of time.

Reference Table A




Administrative Tools

This section has many administrative functions. Only Administrator,
Corporate Manager, and Facility Manager accounts can access
Administrative Tools. Subsections include: Equipment Configuration,
Event Archive, Facility Information, Gateways, Interval Mode, Plant Control
e System Interface, Remote Notification, Slow-Down Testing, Slow-Down
Testing Reports, System Wide Hazard Monitoring Settings, and Users.

Administrative Tools Subsections:

Adjust your HazardPRO's settings

—_—
I\ = —|
- =
v= —]
Status et / i

Equipment Event Archive Facility Gateways Interval Mode Plant Control
Configuration Information System Interface
Event

(PCST)
Resolution
% . — @i
> ) -
Remote Slow-Down Slow-Down System-Wide Users
e \otification Testing Testing Reports  Hazard Monitoring
, Settings

D{P About

History

Log Off

User: System Integrator
Facility: ESI - Minnetonka
Time: 10/07/2019 15:03:50

Running Normal Warning . Forced Shutdown Alarm m Bypassed . Unused .

Figure 11




Equipment Configuration:

L [P e This tool allows the user to add, edit, and delete equipment from

the system. This includes the identification
the connected Sensors.

Log Off

Administrative Tools Subsections:

of each Section and

ipmen

a7

o1 -

o3 -

s
Select Equipment - e BN e LN

04 -

of equiprnent to continue,

Select Equipment

Morth Receiving Belt
MNorth Receiving Leg
‘West Receiving Drag

West Receiving Leg

Fi - Main Shipping Belt

- Main Tanks Shipping Belt
- West Transfer Belt

-Tank 1 Bottom Belt

Figure 13 Figure 14

1. Select a piece of equipment using the drop-down arrow.
2. Select one of the drop-down menu options.
3. Click on the Next button to continue.




Equipment Configuration: Equipment General

Equipment Configuration - North Receiving Belt

W\ , .
Equipment General Equiprment General:

LTS
o 01
Section A
Morth Receiving Belt

Section B

Section C

Section D

Section E

Section F

Figure 15

Select the Equipment General. The equipment can be named, put In Use, and Bypassed.

1. This will become the name on the System Manager Status screen (Only the Adminis-
trator can change this.)

2. Select whether the equipment is being actively monitored.

3. When equipment is Bypassed, Nodes will continue to transmit sensor data and the
system manager will still monitor the equipment. It will not save information from by-
passed equipment in the history file, nor will it alarm when a fault condition is detected.
Only use this mode when working on equipment.

Note: To save, you must select Finish and confirm by selecting Save Changes, if
you select Home or Close, your changes will not be saved or recorded.



Equipment Speed and Run Time:

Equipment Configuration - North Receiving Belt

Equipment General Equiprnent

s Rum Tirme
[xmrenmas st
Section &

:
Section B
Section C

Section D

Section E

Section F

Figure 16

p Drag North Receiving Belt

ELECTRO-SENSORS
=/

Tank 4 Bof

Tank 4 Top Drag

Tank S Belt

RuANing Hormal

Figure 17

1. This allows you to select a primary speed display in the Status section of the
main display.




Sections A through F

Equipment Configuration - North Receiving Belt

| Equipment General
i mansee s T

Equipment Configuration - North Receiving Belt

Equipment General

Equipment Speed & Run Time
01

Name: Morth Receiving Belt

» Section C nu e

~ Section A
e —
(| wode General
Inpu emperature

Input 2 Temperature

MName

»
Section b In use:
Input 3 Temperature
b Section E
Input 4 Temperature
» Section F
Input 5 Temperature
Ambient in use:
Input & Temperature

Input 7 Speed
Input 8 Contact

» Section B

Figure 18 Figure 19

When you select a Section the Node General will highlight and allow the user to define
or change the Node Parameters.

1. If the Node ID is unassigned, Select the appropriate available ID (Serial Number
should match the ID on the Node’s side label).

This name will display on the System Manager.

Select if, Section should be put In Use.

Select if, Section should be Bypassed.

Yes-activates the ambient sensors, No-uses set points.

SR

* Ambient in use will allow you to set a warning and a shutdown conditions
based upon the ambient temperature readings.
+ If setto No, a warning and a shutdown condition is based upon a fixed value.

See Reference Document A for setting ranges (Page: 46).

Note: To save you must select Finish, if you select Home or Close, your changes
will not be saved.

Reminder: Selecting Yes, for ambient In Use will change the options for setting
sensor set-points.




Inputs 1 Through 6: Temperature

There are six inputs identified specifically for temperatures.

Ambient Temperature Control Fixed Temperature Control
Equipment Configuration - North Receiving Belt Equipment Configuration - West Receiving Drag
o Se & - Input 1 Temperature: Equipment General Section A - Input 1 Temperature:
Equipment Speed & Run Time
Equipment Speed & Run Time RET: East 1 Name: East 1 5
* Section A ’ ¥ Section A
In use: 2 - In use: 2
Ll e ————— . .
I Input 1 Temperature By 3 ‘ Bypassed: 3
. Inp " © )
Input 3 Temperature Input 4. Input 3 Temperature Input type: 4.
Input 4 Temperature Input 4 Temperature “ixed warning:
Input & Temperature 5 Input 5 Temperature 6_
Input 6 Temperature Input 6 Temperature e T clown
Input 7 Speed Input 7 Speed
Input & Contact Input 8 Contact
» Section B
Figure 20 Figure 21

Record the name for the sensor as you want it displayed on the System Manager.
Select whether or not you would like the sensor to be placed In Use.

Select whether or not you want to Bypass sensor.

This allows the user to designate the type of temperature sensor.

If Ambient in use was set to Yes, then the warning and shutdown values will be off-
set from the ambient temperature reading. If Ambient in use was set to No, then the
warning and shutdown values will be fixed numbers.

Note: To save you must select Finish and confirm by selecting Save Changes, if
you select Home or Close, your changes will not be saved or recorded.
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Input 7 Speed: One input per Section is reserved for sensing speed.

Equipment Configuration - North Receiving Belt

Equipment General
Equipment Speed & Run Time METE
HalTe.
~ Section &

In use:
Mode General

Input 1 Temperature B

Input 2 Temperature
Input type:

SRS

Input 3 Temperature
Input 4 Temperature

Input 5 Temperature

Input 7 Speed

» Section B

Figure 22

Input 8 Contact:

Equipment Configuration - North Receiving Belt

Equipment General Section & - Input 8 Contact:

Equipment Speed & Run Time —
~ Section A

In use:
Mode General ‘

Input 1 Temperature B

Input 2 Temperature

B D —

Input 3 Temperature
Input 4 Temperature
Input 5 Temperature
Input & Temperature

Reed

I Input 8 Contact

Figure 23

Record the name for the sensor as you want it displayed on the System Manager.
Select whether or not you want to have the sensor put In Use.

Select whether or not you want to Bypass the “alarming” of the sensor.

Input 7 is reserved for Speed, while Input 8 is reserved for Contact.

Note: To save you must select Finish and confirm by selecting Save Changes, if you
select Home or Close, your changes will not be saved or recorded.
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Administrative Tools Subsections:

Event Archive:

View archived (historical) events that have been logged
within the System Manager. These events identify why the
record was created and which steps were taken to resolve
the situation. They reference the date and time in which the
event was logged.

) About

N
A—
’ ]
Ec 1ent Event Archive
Caonfiguration

>~

Event Archive

Location:

Tank 5 Top Drag
Section: Tail

Status:

10/23/2015 16:26:19 Closed
Cause: under speed forced shutdown

Dryer Leg
Section: Head

09/28/2015 09:18:59 Closed
Cause: communication lost warning

Event Cause:

System Integrator - admin
Date: 11/11/2015 Time: 14:00:19
Failure on main belt.

Dryer Leg
Section: Tail

09/28/2015 09:18:59 Closed
Cause: communication lost warning

Dryer Reclaim
Section: Head

09/28/2015 09:18:59 Closed
Cause: communication lost warning

Dryer Reclaim
Section: Tail

09/28/2015 09:18:59 Closed
Cause: communication lost warning

Event Resolution:

System Integrator - admin
11/11/2015 14:00:37
Belt was repaired and system is back online.

-

o -

System Integrator - admin
11/11/2015 14:00:44
Event closed by user.

Wet Leg

Cartinn: Haad

09/28/2015 09:18:59 Closed

Cancar rammiinicatian lnck warnina

Unarchive Event

Figure 24

Archives show location, time, date, and cause of the event.

The user can view the Event Cause.

The user can view the resolution, including who entered the resolution along with the
date, time, and a description.

Unarchive Event allows you to return a selected event to the Event Resolution section.



Facility Information:

This section manages information about the physical
location of the System Manager

Log Off

Administrative Tools Subsections:

Equipment Event Archive
Configuration

>~

Figure 23

Facility Information

*This information shows
on the Status screen.

Company:
Name: innetonka
Log Off

Description: World Headquarters

Address: 6111 Blue Circle Drive

User: System Integrator
Facility: Electro-Sensors, Inc. - ESL...
11 97/24/2019 11:43:58

2}

City: Minnetonka

State / Province: MN

Zip Code: 55343

Save Changes

1. Facility Information should be filled out in this section.

2. To change the facility name on the home page you must change the company and
name fields in the Facility Information settings.

Note: To save you must select Save Changes, if you select Close, nothing will be

saved or recorded.




Gateways: Administrator Access Only

: This utility manages the gateway connection settings.

S Caution: these settings can only be changed by a
System Administrator, and will affect communication
with nodes if altered.

Lag Off

Administrative Tools Subsections:

Gateways

Status:

Location X Gateway status: Connected
Id: 00
Enabled: Yes

Receiver status: Not found

Location X Last error: None

Id: 01 -
Enabled: No Settings:

Location X

Name:
Id: 02

Enablecho 1P address: Default: 192.168.0.61

Location X
MODBus id: Default: 1
Id: 03 -

MODBus port:

MODBus timeout: Py ms Default: 500 ms

Figure 26
1. Gateways always come in pairs.
2. Gateway IP settings must match the Gateway.

Note: To save you must select Save Changes, if you select Close, your changes
will not be saved or recorded.




Interval Mode:

e Interval Mode allows the user to enable systems to run
on intervals. This can be utilized for applications such as
cold weather operations.

Lag off

Administrative Tools Subsections:

Interval Mode

* When Interval Mode

is enabled a notification
will appear on the status
screen.

Interval Mode Is Enabled

Interval Mode:Disabled

[ =

1. To enable interval mode select “Enable Interval Mode”.




Plant Control System Interface (PCSI): Authorized Access Only

[P a0 The Plant Control System Interface (PCSI) page allows the Sys-
tem Administrator to change the communication settings for use
with PLC 1/O, Relay I/O, or Gateway 1/O.

Log Off

Administrative Tools Subsections:

Plant Control System Interface

Status:
Run reguest & shutdown control : PLC I/O
Plant connected: Not connected

Settings:

Run request & shutdown control:

Plant connected timeout: sec. Default: 2 sec.
Hazard monitoring link timeout: sec. Default: 15 sec.
Equipment state on link timeout: Default: Bypassed

Figure 28

Note:
* These settings will affect the operation of your HazardPRO System Manager. An Adminis-

trator account is required to change these settings.




Plant Control System Interface

Node Data Link
Status:
Server status: Started
Equipment run request link: No connections

Equipment state link: No connections

Server last error: None

Settings:

Server enabled:

Server host address: 192.168.0.51

Server MODBus port: Default: 502

Server MODBus id: Default: 1

Server paused on hazard

monitoring link timeout: Default: No

- Clese

Figure 29

Plant Control System Interface Plant Control System Interface

Relay I/O Relay 1/0
Equipment 1-16 Equipment 17-32

Status: Status:
Connection status: Not coennected Connection status: Not connected

Last error: 2019/07/24 12:51:01 Protocol error: TCP/IP Last error: N/A
connection error | Connection state at time of

Settings: Settings:

Enabled: Enabled:

IP address: 127.0.0.1 Default: 192.168.0.52 1P address: 127.0.01 Default: 192.168.0.53
MODBus port: Default: 502 MODBus port: Default: 502

MODBuUS id: Default: 1 MODBus id: Default: 1

MODBus timeout: ms Default: 500 ms MODBus timeout: ms Default: 500 ms

MODBus poll interval ms Default: 200 ms MODBus poll interval ms Default: 200 ms

[ oo [ oo
Figure 30 Figure 31

PLC 1/O - Server host address should match network of the PLC. (Figure 29)
Relay /O - IP address must match Relay I/O board IP for proper operation (Figure 30, 31)




) A Remote Notification

This section is used to set which events trigger remote notifica-
tion to the listed users.

e e =
gy = %
}

Equipment Event Archive
Configuration

Log Off

Remote Notif -ation

\
- y _ _
General:
SRTR— petau: v
HazardPRO public address: 127.0.0.0/index.htm| Example: 127.0.0.0/index.html

User Information:

~

Employee, Employee (Employee) Add email address to user's profile to enable notifications

Integrator, System (admin) -

Email address to send from: [t ARG R Example: HazardPRO@YourCompany.com

Outgoing Server Informs - ~:

Mail server (SMT smtpout YourCompany cor Example: smtpout.YourCompany.com
Mail server port (SMTP) Example: 25, 80, 587, or 2525

Logon Information: M

-

Figure 30 Figure 31

1. Notifications can be enabled for each failure type. (Fig 30) by user
2. Custom SMTP server may be used. Enter relevant information into E-mail Server Settings.




Slow-Down Testing: Caution

Slow-Down testing is a tool that can be used to ensure that the
hazard monitoring system is working properly. Slow-Down Test-
ing Will stop your machinery so take the necessary precautions.
Slow-Down Testing will simulate a slow down to confirm warnings
and shutdowns operate properly. Once the emergency threshold
is reached the equipment will be shut down.

%

Interval Mode

About

Log Off

Administrative Tools Subsections:

. Welcome to the equipment slow-down
Tail Shaft Speed vs Time testing tool. The slow-down testing

~ ’- procedures verifies the correct

\ operation of theslow-downs and the
plant control system.At the end of the
test a report will be generated to
document the test.

Test Single Piece of Equipment:

P3 - North Leg

Start Test

Test All Equipment With Slow-downs:

Start Tests

Figure 32

1. Use this selection to identify the piece of equipment you wish to test.
2. Select Start Test to initiate the test of the single piece of equipment.
3. This option will initiate a system wide test to verify correct operation.




Slow-Down Testing: Visual and Audible Testing Slow-Down Testing: Visual and Audible Testing

Slow-down Testing - Alarm Test Slow-down Testing - Alarm Test

Alarm Visual & Audible Test Alarm Visual & Audible Test

Hazard Monitoring Alarm Audible - Pending

Hazard Monitoring Alarm Audible - Testing

This test verifies the alarm operation.
Press 'Test Alarm' to begin the alarm
test or press 'Next' at any time to move
on to the next stage of testing and mark
this test as skipped.

Note:It may take up to 3 seconds for
alarm to start

Hazard Monitoring Alarm Visual - Pending Hazard Monitoring Alarm Visual - Pending Can you hear the alarm

Press 'Test Alarm' to begin the test.

Test Alarm

Testing Alarm Testing Alarm

Figure 33 Figure 34

Slow-Down Testing: Visual and Audible Testing Results

Slow-down Testing - Alarm Test

Alarm Visual & Audible Test
Hazard Monitoring Alarm Audible - Passed

Can you see the alarm

Hazard Monitoring Alarm Visual - Testing

Testing Alarm

Figure 35

1. Begin the alarm test.
2. Answer the following questions based on the results of your test.




Slow-Down Testing: Equipment Testing

i

Slow-down Testing - Equipment Test

Run indication from plant Pending Test North Receiving Belt

Equipment at calibrated speed Pending This test verifies the hazard monitoring

system and plant controls operate

correctly together. Press Test

Equipment’ to begin the test or press

"Skip’ at any time to move on to the next

Plant PLC responds to warning Pending stage of testing and mark this
equipment as skipped.

Hazard Monitoring 10% warning Pending

Hazard Monitoring 20% shutdown Pending Press "Test Equipment’ to begin the test.
Plant PLC responds to shutdown Pending Test Equipment

Stop indication from plant Pending
Skip Equipment

Equipment has stopped mowving Pending

Testing Equipment 1 of 1
W

Figure 36

Slow-Down Testing: Equipment Testing Results

Slow-down Testing - Equipment Test

Run indication from plant Passed Test Results North Leg
Equipment at calibrated speed Passed Equipment Test Results: Passed

. . Press 'Next Test' to begin next test.
Hazard Monitoring 10% warning Passed

Plant PLC responds to warning Passed Next Test
Hazard Monitoring 20% shutdown Passed Retest North Leg

Plant PLC responds to shutdown Passed

Stop indication from plant Passed

Equipment has stopped moving Passed

Figure 37

1. This portion of the test confirms that all of the components of your hazard monitor-
ing system are working correctly. You can either initiate a test or choose to skip.

2. On this screen it will show you which equipment passed or failed the test, you can
either choose to retest or continue with the testing process.




Slow-Down Testing: Alarm Re-Enableing

Slow-down Testing - Verifying Alarm Re-Enabled

Alarm Visual & Audible Test
Hazard Monitoring Alarm Audible - Passed
Can you see the alarm

Hazard Monitoring Alarm Visual - Testing

Figure 38

Slow-Down Testing Completion Screen

Slow-down Testing Complete

Tail Shaft Speed vs Time
' - \ e
J

W

Test Results

Slow-down Test Results: Failed

Press "View Report’ to see results
for the test.

|
_!

Figure 39

This screen shows a second alarm condition to confirm correct operation.

2. When you see the page showing the speed plotted on the graph it means that
your test is complete. A Testing Report will automatically be generated showing
the results of your Slow-Down Test. To view your Testing Report click the “View
Report” button. Note: To view an example refer to (Page 39).

_



Slow-Down Testing Reports

After running slow down testing, it will generate a report. This report
will show the user which components of the overall system passed or
failed the slow-down testing. These reports can be viewed at any time
through the Slow Down Testing Reports menu.

Administrative Tools Subsections:

Slow-down Testing Reports

Slow-down Testing Report - 2015-08-24 12:55:50

Slow-down Testing Report - 2015-08-24 13:13:18

Slow-down Testing Report - 2015-08-24 13:18:00

View Report

Figure 40

1. Select which Slow-Down Testing Report you wish to view.
2. Click View Report to open a Slow-Down Testing Report.




Slow-Down Testing Report:

HazardPRO™
Slow-Down Testing

Company: Electro Sensors, Inc

Location: ESI| Minnetonka - Minnetonka, MN

Test date: 08/24/2015

Test time: 13:18:00

Test preformed by: System Integrator

All equipment tested: No

All tested equipment passed: No

Audible alarm test: Pass

Visual alarm test: Pass

North Receiving Belt
Run indication from plant PLC: Pass
Equipment at calibrated speed: Pass
Hazard Monitoring 10% warning generated: Pass
Plant PLC responds to warning indication: Pass
Hazard Monitoring 20% shutdown generated: Pass
Plant PLC responds to shutdown indication: Pass
Stop indication from plant PLC: Pass
Equipment has stopped moving: Pass
Test result: Pass

Copyright 2014 Electro-Sensors, Inc. All Rights Reserved

Figure 41

1. To print the Slow-Down Testing Report, Click the Print button in the upper right
corner of the report.




System Wide Hazard Monitoring Settings

This area is where global settings can be set for the System

_ Manager. These settings can be overridden by higher priority
[P e settings in other areas of the System Manager (System Manager
always uses lower temperature set-points if there are
contradicting values).

Log Off

Administrative Tools Subsections:

System-Wide Hazard Monitoring Settings

: No

Enable rate of rise: Default

Run request latency: sec. Default: 2 sec.
Speed slug warning delay: 10 Al sec. Default: 10 sec.
Fail-safe shutdown temperature: [pal\ °F Default: 175 °F
Max alignment shutdown offset: 50 =F Default: 50 °F
Max bearing shutdown offset: 100 EF Default: 100 °F

Temperature scale: Fahrenheit Default: Fahrenheit

-

Figure 42

1. The General tab contains settings that affect all pieces of equipment.




System-Wide Hazard Monitoring Settings System-Wide Hazard Monitoring Settings

Ger rity Polici Event e It Change Set- Event Change Set-

Management points Globally Gz Sl Management LEde HEiE points Globally

Minimum User Group Membership: Archive events after 14 days: Yes - Default: Yes

Event Resolution edit: Employee Al Default: Employee s s o v Default: 1 year

Event Resolution close: Employee A Default: Facility Manager
Silence alarm: Viewer Al Default: Viewer
Reset forced shutdown: Employee Al Default: Employee

Quick View Login:

Enable Quick View: L Default: Yes

Quick View member of: S8 Default: Viewer
Archive All Events Delete Archived Events Delete All Events
- -

Figure 43 Figure 44

System-Wide Hazard Monitoring Settings

o Even \ Change Set-
General Security Policies Manager Node Health points Globally

Battery wamning V at -40 °F 5.80

<

Default: 5.80V

<

Battery warning V at 167 °F 6.55 Default: 6.55V

Sensor power warning:

<

Default: 9.00V
Signal strength warning: Default: -90 dBm

Communication timeout: Default: 78 sec.

—
=)
%2}
a

Timeout speed input monitoring

during equipment startup: Bypassed Default: Bypassed

Timeout causes alarm: Default: No

Default:

m
ta

=
L] 1

Timeout logged:

-

Figure 45

Security Policies sets the authorization levels of the different account types. (Figure 43)
Event Management sets a maximum time to keep events in the Event Resolution section
before automatically archiving the event. All events can also be archived or deleted on
this page. (Figure 44)

3. Node Health includes settings to alarm for: Battery Voltage, Sensor Power Settings, Sig-
nal Strength, and Communication time-out. (Figure 45)

N —

Note: For user privileges view Document B. (page 47):




System-Wide Hazard Monitoring Settings

Change Set-
points Glebally

Alignment Inputs - Fixed Set-points:

Fixed warning set-point: 130 oF Default: 130 °F

Fixed shutdown set-point: 150 oF Default: 150 °F

. Apply these fixed set-points to all alignment inputs on save.
Alignment Inputs - Offset Set-points:

Offset warning set-point: 5 qF Default: 15 °F

Offset shutdown set-point: 2 qF Default: 25 °F

. Apply these offset set-points to all alignment inputs on save.

Alinnment Tnnuts - Rate nf Rise Set-nnints

-

Figure 46

4. Change Set-Points Globally can be used to edit all current set points across all pieces of
equipment by sensor type.

A

Warning: custom warning and shutdown temperatures will be overridden and must be
re-entered by applying set points.




Users:

This section manages user accounts and their corresponding
user level. Users can be added/removed to/from the system
and given one of five different user levels.

Administrative Tools Subsections:

Add a New User:

1) Click “Add New
User” to add a new
user to your system
manager.

sssss

Employee, Employee

Integrator, System

Figure 47

Add New User

S - _

Add New )"

Events To
| Notify on

Alignmen.:

User name:
Password: Bearing:
Confirm passwor Speed:
First name: Contact:

Last name: Enter a last name Ambient:

Email: Optional

Node health:
Member of: fiewer Gateway / PCSI:

Account active: Watchdog:

g g g g g g g g
“« ‘ ‘ ‘ ‘ ‘ ‘ ‘

Figure 48A 4 Figure 48B

2) Fill out information in both tabs and then click the Create User to make user information active.

Note: Users cannot create accounts with a higher clearance level than the one they are granted.
» For User Privileges view Document B. (page 43)




Modify existing user:

Actions:

Full Name User Name Member Of Add New User

Modify Selected User

Integrator, System Administrator

Delete Selected User

Figure 49

Modify User - Employee
General

User name:
Password:

Confirm password:

First name:

Last name:
Email: Optional

Member of:

< W <
= <
5
¢ H
e
« «

Account active:

|
Figure 50

1) Select User to edit.

2) Click Modify User

3) After appropriate changes have been made, click “Save Changes”.
4) Delete User

Note: Users cannot modify accounts with a higher clearance level.
» For User Privileges view Document B. (page 47)




Log Off

About

The About page shows general information regarding
Electro-Sensors that may be helpful to the customer for con-
tact and support. Software versions can also be referenced
in this section.

Electro-Sensors, Inc.

Hazard PROTM 6111 Blue Circle Drive
Minnetonka, MN 55343 USA
Wireless Hazard Monitoring tech@electro-sensors.com
Phone: 800-328-6170

Licensed to: ESI - Minnetonka

Hazard Monitoring Core Version: 4.3.18.4

Gateway Management Version: 4.3.18.5

Plant Control System Interface Versior: 4.3.18.4

Web Interface Version: 4.3.18.4

Watchdog Version: 4.3.18.4

Copyright 2019 Electro-Sensors, Inc. All rights reserved.

Warning: This computer program is protected by copyright law and international treaties.

Unauthorized reproduction or distribution of this program, or any portion of it, may result in
severe civil and criminal penalties. Involved individuals will be prosecuted to the maximum extent

possible under the law.

Figure 51




Reference Document A:

References

HazardPRO™ System Manager Temperature Set-Points

The following are set in the General tab:

Measurement Seconds Seconds Measurement | Fahrenheit Celsius
Default 2 Seconds 10 Seconds Default 175°F 79°C
Minimum 1 Second 1 Second Minimum 140°F 60°C
Maximum 10 Seconds 30 Seconds Maximum 250°F 139°C

Measurement | Fahrenheit Celsius Measurement | Fahrenheit Celsius
Default T(00= 56°C Default 50°F 28°C
Minimum 50°F 28°C Minimum 50°F 28°C
Maximum 250°F 139°C Maximum 250°F 139°C

The following are set in the Change Set-Points Globally tab for both Alignment Inputs and Bearing
Inputs. These can also be set for individual inputs in the Equipment Configuration menu:

Measurement | Fahrenheit Celsius Fahrenheit Celsius
Default 130°F 54°C 150°F 66°C
Minimum 100°F 38°C 115°F 46°C
Maximum 225°F 108°C 240°F 116°C

Measurement | Fahrenheit Celsius Fahrenheit Celsius
Default 15°F 8°C 25°F 14°C
Minimum Sl e 15°F 9°C
Maximum 240°F 133°C 250°F 139°C

Measurement | Fahrenheit Celsius Fahrenheit Celsius
Default 7°F 4°C 14°F 8°C
Minimum 5°F 3°C 8°F SC
Maximum 27°F 15°C 30°F 17°C




Reference Document B:

Clearance Level

Employee | Facility Manager | Corporate Manager | Administrator

Viewer

Employee

Facility Manager

Corporate Manager

Administrator

User Profile Equipment Event | Facility | Gate- | Interval | PCSI Remote Slow | Slow Down System
Configuration | Archive Info ways Mode Notification | Down Testing Wide Hazard
Testing Reports Monitoring
Settings
Facility Limited Limited Limited
Manager
Administrator

Equipment General || Equipment Speed Node General Node Input
and Run Time

User Speed | Timeto | Reset i Bypassed | Ambient Bypassed Warning | Shut-
Profile Section | Move | Running

Hours
Facility
Manager
Corporate
Manager
Admin

User Profile

General Settings | E-mail Server Settings

Facility Manager

Corporate Manager

Administrator

User Profile

User Group Privileges Event Management Node Health

Facility Manager

Corporate Manager

Administrator




Section E

Hazard Monitoring Modbus Equipment
Run Request Interface

Overview
The Equipment Run Request

Stopped Plant control system has equipment stopped. [ 0X0000
Run Requested Plant control system has equipment running. [ 0X0001

IP: 192.168.0.51

Port: 502

Device ID: 1 (Base 10), 0X01 (Hex)
Time-out: 500ms

Suggested Poll Rates

We suggest polling every 500 ms using a multiple register write. Polling faster than
every 100 ms can result in latency or dropped requests. Typical response times
generally do not exceed 50ms.

Accepted Functions

Write single register function number 6 (TCP/IP Modbus format).
Write multiple registers function number 16 (standard TCP/IP Modbus format).

Equipment Run Request Interface Register Map (16 bit unsigned integers)

1 0001 Word
2 0002 Word
3 0003 Word
Word 0 = Stopped
Word 1 = Running
30 0030 Word
31 0031 Word
32 0032 Word

*All Values are base 10 unless expressed in hex notation (0X00).

Most PLC’s have simple ladder instructions that read and write Modbus values. The remaining
information details the format of the Modbus transactions. In most cases, it will not be necessary
to understand the content of the transaction to utilize the PLC instructions.



Equipment Starting Addresses

1 1001
2 1201
3 1401
4 1601
) 1801
6 2001
7 2201
8 2401
S 2601
10 2801
11 3001
12 3201
13 3401
14 3601
15 3801
16 4001
17 4201
18 4401
19 4601
20 4801
21 5001
22 5201
23 5401
24 5601
23 5801
26 6001
27 6201
28 6401
2e 6601
30 6801
31 7001
32 7201

*All Values are base 10 unless expressed in hex notation (0X00)



MODBus Read Command Example

Most PLC’s have simple ladder instructions that read and write Modbus values. The following
information details the data packet layout of the Modbus transactions. In most cases, it will not
be necessary to understand the content of the transaction to utilize the PLC instructions

Example Read
Example request to read registers 401 to 403

Field Name (Hex) Field Name (Hex)
Function 0x03 Function 0x03
Starting Address High | 0x01 Byte Count 0x06

Starting Address Low | 0x91 | Register Value High (401) | Value
No. of Registers High | 0x00 | Register Value Low (401) | Value
No. of Registers Low | 0x03 | Register Value High (402) [ Value
Register Value Low (402) | Value
Register Value High (403) | Value
Register Value Low (403) | Value

*All Values are base 10 unless expressed in hex notation (0X00)

TCP IP Data Packet Detail
Request Structure

0 | Transaction Identifier High Byte Number to track request. Response will

1 | Transaction Identifier Low Byte include this number.

2 Protocol Identifier High Byte 0 All Modbus commands must be

3 Protocol Identifier Low Byte 0 protocol 0.

4 Length High Byte 0 Start counting at byte 6. Length will

5 Length Low Byte 0x06 always be 0x06 for this command.

6 Device ID ID of device being requested.

7 Function 0x03 Modbus function identifier.

8 Read Address Start High Byte NOTE: Unless your software is using
zero based addressing this will typically

9 Read Address Start Low Byte be one less than the starting address
you request in the TCP IP packet.

10 Read Length High Byte

11 Read Length Low Byte

*All Values are base 10 unless expressed in hex notation (0X00)



Response Structure

The register data in the response message are packed as two bytes per register, with the binary
contents right justified with each byte. For each register, the first byte contains the high order bits
and the second contains the low order bits.

0 | Transaction Identifier High Byte Will be the same number as request

1 | Transaction Identifier Low Byte which started this response.

2 | Protocol Identifier High Byte 0 All Modbus commands must be

3 |Protocol Identifier Low Byte 0 protocol 0.

4 | Length High Byte Start counting at byte 6. Length will

5 |Length Low Byte always be 0x06 for this command.

6 |Device ID ID of device being requested.

7 | Function 0x03 Modbus function identifier.

8 |Byte Count Number of bytes after byte 8. Holding
registers are 16 bit words making the
byte count 2 times the request length.

9 | First Data Byte First register high byte.

10 | Second Data Byte Second register low byte.

*All Values are base 10 unless expressed in hex notation (0X00)




Hazard Monitoring Modbus Equipment Run Request Interface

Example

Write registers 0001 to 0003 (This would represent Equipment 1, 2, and 3.)
In this example Equipment 1 and 3 are running and equipment 2 is stopped.

Function 0X10 [Function 0X10
Starting Address High 0X00 | Starting Address High |0X00
Starting Address Low 0X00 | Starting Address Low [ 0X01
No. of Registers High 0X00 [No. of Registers High |0X00
No. of Registers Low 0X03 |No. of Registers Low | 0X03
Byte Count 0X06

Register Value High (0001) |0X00
Register Value Low (0001) [0X01
Register Value High (0002) |0X00
Register Value Low (0002) |0X00
Register Value High (0003) |0X00
Register Value Low (0003) [ 0X01

* All Values are base 10 unless expressed in hex notation (0X00).




Hazard Monitoring Modbus Equipment Run Request Interface

TCP/IP Data Packet Detail (Request Structure)

0 Transaction Identifier High Byte Number to track request. Response will
include this number.

1 Transaction Identifier Low Byte

2 Protocol Identifier High Byte 0 All Modbus commands must be
protocol 0.

3 Protocol Identifier Low Byte 0

4 Length High Byte Start Counting at byte 6

5 Length Low Byte

6 Device ID ID of device responding

7 Function 0X10 Modbus function identifier.

8 Write Address Start High Byte

9 Write Address Start Low Byte

10 Write Length High Byte

11 Write Length Low Byte

12 Byte Count 2* Read Length | Number of bytes after byte 12. Holding
registers are 16 bit words making the
byte count 2 times the request length.

13 First Data Byte First register high byte

14 Second Data Byte First register low byte

*All values are base 10 unless expressed in hex notation (0x00).




Hazard Monitoring Modbus Equipment Run Request Interface

TCP/IP Data Packet Detail (Request Structure)

Write Address Start High Byte
Write Address Start Low Byte
0 Write Length High Byte
11 Write Length Low Byte

0 Transaction Identifier High Byte Will be same number as request which
1 Transaction Identifier Low Byte started this response

2 Protocol Identifier High Byte 0 All Modbus commands must be proto-
3 Protocol Identifier Low Byte 0 col 0

4 Length High Byte 0 Start counting at byte 6. Length will

5 Length Low Byte 0X06 always be 0X06 for this command.

6 Device ID ID of device being requested

7 Function 0X10 Modbus function Identifier

8

9

1

*All Values are base 10 unless expressed in hex notation (0X00).




Hazard Monitoring Modbus Equipment State Interface

Overview
The Equipment State Interface will give the PLC access to the general status of each piece of

equipment attached to the system. This can be used to simply display information on control
screens or to close gates and shutdown equipment. Each piece of equipment can be in one of five
states- not in use, normal / ok, bypassed, warning, and forced shutdown.

Not in Use Hazard monitoring is not enabled. 0

Normal / OK Functioning normally. 1

Bypassed Equipment has been bypassed. All conditions will |2
be reported normal.

Warning Equipment is in a warning condition. 3

Forced Shutdown Equipment is in a forced shutdown condition. 4

IP: 192.168.0.51

Port: 502

Device ID: 1 (Base 10), 0X01
(Hex)

Timeout: 500ms

Suggested Poll Rates

We suggest polling every 500 ms using a multiple register read. Polling faster than
every 100 ms can result in latency or dropped requests. Typical response times gener-
ally do not exceed 50 ms.

Accepted Functions
Read holding registers using function number 4 (standard TCP/IP Modbus format).

Equipment State Interface Register Map (16 bit unsigned integer)

1 201 Word
2 202 Word 0 =Notin Use

1 = Normal/OK
3 203 Word 5= Bypass/e q

Word 3 = Warning

Word 4 = Forced Shutdown
30 230 Word
31 231 Word
32 232 Word

*All values are base 10 unless expressed in hex notation (0X00).



Hazard Monitoring Modbus Equipment State Interface

Most PLCs have simple ladder instructions that read and write Modbus values. The remaining
information details the format of the Modbus transactions. In most cases, it will not be necessary
to understand the content of the transaction to utilize the PLC instructions.

Example Read

Example request to read registers 201 to 203

Field Name (Hex) Field Name (Hex)
Function 0X03 Function 0X03
Starting Address High 0X00 Byte Count 0X06
Starting Address Low 0XC8 Register Value High (201) [ Value
No. of Registers High 0X00 Register Value Low (201) | Value
No. of Registers Low 0X03 Register Value High (202) | Value
Register Value Low (202) | Value
Register Value High (203) | Value
Register Value Low (203) | Value

*All values are base 10 unless expressed in hex notation (0x00).

TCP IP Data Packet Detail

Request Structure

0 Transaction Identifier High Byte Number to track request. Response will

1 Transaction Identifier Low Byte include this number.

2 Protocol Identifier High Byte 0 All Modbus commands must be protocol

3 Protocol Identifier Low Byte 0 0.

4 Length High Byte 0 Start Counting at byte 6. Length will al-

5 Length Low Byte 0X06 ways be 0X06 for this command.

6 Device ID ID of device being requested.

7 Function 0X03 Modbus function identifier.

8 Read Address Start High Byte Note: Unless your software is using zero
based addressing this will typically be one

9 Read Address Start Low Byte less than the stargting addreiz youyrequest
in the TCP IP packet.

10 Read Length High Byte

11 Read Length Low Byte

*All values are base 10 unless expressed in hex notation (0x00).




Hazard Monitoring Modbus Equipment State Interface

Response Structure

The register data in the response message are packed as two bytes per register, with the binary

contents right justified within each byte. For each register, the first byte contains the high order bits

and the second contains the low order bits.

0 Transaction Identifier High Byte Will be the same number as requests

1 Transaction Identifier Low Byte which started this response.

2 Protocol Identifier High Byte 0 All Modbus commands must be

3 Protocol Identifier Low Byte 0 protocol 0.

4 Length High Byte Start counting at byte 6.

5 Length Low Byte

6 Device ID ID of device responding.

7 Function 0X03 Modbus function Identifier.

8 Byte Count Number of bytes after byte 8. Hold-
ing registers are 16 bit words making
the byte count two times the request
length.

9 First Data Byte First register high byte.

10 |Second Data Byte First register low byte.

*All values are base 10 unless expressed in hex notation (0x00).




Section Starting Offsets

+0
+32
+64
+96
+128
+160

mMm|OO|(m|>

Equipment ID & Section ID Starting Addresses

1A 1001
1B 1033
1C 1065
1D 1097
1E 1129
1F 1161
2A 1201
2B 1233
2C 1265
2D 89
2E 1329
2F 1361
32A 7201
32B 7233
32C 7265
32D 7297
32E 7329
32F 7361

*All Values are base 10 unless expressed in hex notation (0X00)



Section Starting Offsets

Node State +0 +32 | +64 | +96 | +128 | +160 | O = Notin Use

1 =Normal / OK

2 = Bypassed

3 = Warning

4 = Forced Shutdown

Communication Link Status +1 +33 +65 | +97 | +129 | +161 | O = Link has timed out
1 = Link is OK

Node Health Status +2 +34 | +66 | +98 | +130 | +162 | O = Node Health Issue
1 = Node Health OK

Input 1 Temperature - Value +3 +35 | +67 | +99 | +131 | +163 | Temperature in Fahrenheit -40° to 240°
Input 2 Temperature - Value +4 +36 | +68 | +100 | +132 | +164 | Temperature in Fahrenheit -40° to 240°
Input 3 Temperature - Value +5 +37 | +69 | +101 | +133 | +165 | Temperature in Fahrenheit -40° to 240°
Input 4 Temperature - Value +6 +38 | +70 | +102 | +134 | +166 | Temperature in Fahrenheit -40° to 240°
Input 5 Temperature - Value +7 +39 +71 | +103 | +135 | +167 | Temperature in Fahrenheit -40° to 240°
Input 6 Temperature - Value +8 +40 | +72 | +104 | +136 | +168 | Temperature in Fahrenheit -40° to 240°
Input 7 Speed - Value +9 +41 +73 | +105 | +137 | +169 | Speed in RPM’s 0-500 RPM
Input 8 Contact - Value +10 | +42 | +74 | +106 | +138 | +170 | O = Contact is Open

1 = Contact is Closed
Input 9 (Ambient A) +11 +43 | +75 | +107 | +139 | +171 | Temperature in Fahrenheit -40° to 240°
Temperature - Value
Input 10 (Ambient B) +12 | +44 +76 | +108 | +140 | +172 | Temperature in Fahrenheit -40° to 240°

Temperature - Value

Reserved +13 | +45 +77 | +109 | +141 | +173 | N/A
Reserved +14 | +46 | +78 | +110 | +142 | +174 | N/A

Input 1 Temperature - State +15 | +47 | +79 | +111 | +143 | +175 | 0 = Not in Use
1 = Normal/OK
Input 2 Temperature - State +16 | +48 | +80 | +112 | +144 | +176
2 = Bypassed
Input 3 Temperature - State +17 [ +49 [+81 | +113 | +145 [ +177 | 3 = Warning
Input 4 Temperature - State +18 |+50 |+82 |+114 | +146 | +178 | 4 = Forced Shutdown
Input 5 Temperature - State +19 | +51 +83 | +115 | +147 | +179
Input 6 Temperature - State +20 | +52 | +84 | +116 | +148 | +180
Input 7 Speed - State +21 | +53 | +85 | +117 | +149 | +181
Input 8 Contact - State +22 | +54 | +86 | +118 | +150 | +182
Input 9 (Ambient A) +23 | +55 | +87 | +119 | +151 | +183
Temperature - State
Input 10 (Ambient B) +24 | +56 | +88 | +120 | +152 | +184

Temperature - State

Reserved +25 | +57 | +89 | +121 | +153 | +185 | N/A
Reserved +26 | +58 | +90 | +122 | +154 | +186 | N/A
Reserved +27 | +59 | +91 | +123 | +155 | +187 | N/A
Reserved +28 | +60 | +92 | +124 | +156 | +188 | N/A
Reserved +29 | +61 | +93 | +125 | +157 | +189 | N/A
Reserved +30 | +62 |[+94 | +126 | +158 | +190 | N/A

Reserved +31 | +63 | +95 | +127 | +159 | +191 | N/A




Section Register Example Equipment 1

Node State 1001 | 1033 | 1065 | 0097 | 1129 | 1161 | 0 = Not in Use

1 = Normal / OK

2 = Bypassed

3 = Warning

4 = Forced Shutdown

Communication Link Status | 1002 | 1034 | 1066 | 1098 | 1130 | 1162 | O = Link has timed out
1 = Link is OK

Node Health Status 1003 | 1035 | 1067 | 1099 | 1131 | 1163 | 0 = Node Health Issue
1 = Node Health OK

Input 1 Temperature - Value | 1004 | 1036 | 1068 | 1100 | 1132 | 1164 | Temperature in Fahrenheit -40° to 240°
Input 2 Temperature - Value | 1005 | 1037 | 1069 | 1101 | 1133 | 1165 | Temperature in Fahrenheit -40° to 240°
Input 3 Temperature - Value | 1006 | 1038 | 1070 | 1102 | 1134 | 1166 | Temperature in Fahrenheit -40° to 240°
Input 4 Temperature - Value | 1007 | 1039 | 1071 | 1103 | 1135 | 1167 | Temperature in Fahrenheit -40° to 240°
Input 5 Temperature - Value | 1008 | 1040 | 1072 | 1104 | 1136 | 1168 | Temperature in Fahrenheit -40° to 240°
Input 6 Temperature - Value | 1009 | 1041 | 1072 | 1105 | 1137 | 1169 | Temperature in Fahrenheit -40° to 240°

Input 7 Speed - Value 1010 | 1042 | 1073 | 1106 | 1138 | 1170 | Speed in RPM’s 0-500 RPM
Input 8 Contact - Value 1011 | 1043 | 1074 | 1107 | 1139 | 1171 | 0 = Contact is Open
1 = Contact is Closed
Input 9 (Ambient A) 1012 | 1044 | 1076 | 1108 | 1140 | 1172 | Temperature in Fahrenheit -40° to 240°
Temperature - Value
Input 10 (Ambient B) 1013 | 1045 | 1077 | 1109 | 1141 | 1173 | Temperature in Fahrenheit -40° to 240°

Temperature - Value

Reserved 1014 | 1046 | 1078 | 1110 | 1142 | 1174 | N/A
Reserved 1015 | 1047 | 1079 | 1111 | 1143 | 1175 | N/A

Input 1 Temperature - State | 1016 | 1048 | 1080 | 1112 | 1144 [ 1176 [ 0= Notin Use
Input 2 Temperature - State | 1017 | 1049 | 1081 | 1113 | 1145 [ 1177 | } = Normal/OK
2 = Bypassed
Input 3 Temperature - State | 1018 | 1050 | 1082 | 1114 | 1146 | 1178 | 3 = Warning
Input 4 Temperature - State | 1019 | 1051 | 1083 | 1115 | 1147 | 1179 | 4 = Forced Shutdown
Input 5 Temperature - State | 1020 | 1052 | 1084 | 1116 | 1148 | 1180

Input 6 Temperature - State | 1021 | 1053 | 1085 | 1117 | 1149 | 1181

Input 7 Speed - State 1022 | 1054 | 1086 | 1118 | 1150 | 1182
Input 8 Contact - State 1023 | 1055 | 1087 | 1119 | 1151 | 1183
Input 9 (Ambient A) 1024 | 1056 | 1088 | 1120 | 1152 | 1184
Temperature - State

Input 10 (Ambient B) 1025 | 1057 | 1089 | 1121 | 1153 | 1185

Temperature - State

Reserved 1026 | 1058 | 1090 | 1122 | 1154 | 1186 | N/A
Reserved 1027 | 1059 | 1091 | 1123 | 1155 | 1187 | N/A
Reserved 1028 | 1060 | 1092 | 1124 | 1156 | 1188 | N/A
Reserved 1029 | 1061 | 1093 | 1125 | 1157 | 1189 | N/A
Reserved 1030 | 1062 | 1094 | 1126 | 1158 | 1190 | N/A
Reserved 1031 | 1063 | 1095 | 1127 | 1159 | 1191 | N/A

Reserved 1032 | 1064 | 1096 | 1128 | 1160 | 1192 | N/A




Hazard Monitoring Modbus PCSI Equipment RPM Link

Overview

The PCSI Equipment RPM Link gives access to the current RPM of each piece of equipment
attached to the system that has a speed section assigned to it via a Modbus interface.

IP: 192.168.0.51

Port: 502

Device ID: 1 (Base 10), 0X01 (Hex)
Timeout: 500ms

Suggested Poll Rates

We suggest polling every 1000 ms using a multiple register write. Polling faster
than every 100 ms can result in latency or dropped requests. Typical response
times generally do not exceed 50ms.

Accepted Functions
Read holding registers using function number 3 (standard TCP/IP Modbus format).

North Receiving Belt Tank 5 Top Drag North Receiving Belt

Status:

North Receiving Leg Wet Leg

Equipment is running. All sections
. are normal.
Dryer Reclaim

West Receiving Leg Dryer Leg

Event

Resolution Main Shipping Belt

I ain Tanks Shipping Belt
History
West Transfer Belt

Administrative

Tank 1 Bottom Belt
Tools

Tank 1 Top Drag

About Status: Head Sectic 1isnu.. '

Tank 2 Bottom Belt
Log OFf Tank 2 Top Drag
Tank 3 Bottom Belt

User: System Integrator
Facility: ESI - Minnetonka Tank 3 Top Drag Dust North Dryer Reclaim

Time: 10/08/2019 09:20:35
Tank 4 Bottom Belt Dust North Blower

Tank 4 Top Drag Dust West Reclaim

Tank 5 Bottom Belt Dust West Blower

Running Normal warning [Jll  Forced shutdown Alarm [T]  3ypassed unused [l

Individual piece of plant equipment Equipment made up of sections

Section made up of inputs




Equipment RPM Registers

1 401 Word
2 402 Word
3 403 Word
e Current RPM
e e Word
30 430 Word
31 431 Word
32 432 Word

*All Values are base 10 unless expressed in hex notation (0X00)




Section F
Wireless Antenna Guidelines

This instruction guideline will identify the different antennas, options, mounting, coaxial cable and
technique required for proper installation.

A Safety: “Lock out tag out” the system, or determine that the system is safe while installing the
antennas and coaxial cable.

Components: The components for HazardPRO are as follows: Antennas, RAM brackets (option-
al), and mounting hardware (described below). Coaxial cable is also needed between the System
Manager and Receiving Antennas, as well as the Node and Sending Antennas.

Tools: The needed tools are: screw driver, adjustable wrench, drill, mounting hardware, and
silicone self-fusing tape.

Antenna Brackets and Hardware:

» Optional RAM Brackets are used to mount antennas (the mounting hardware is not supplied).
Hardware options:
* (Two per antenna) 10-24x1” phillips pan machine screws, coarse thread, zinc (not supplied).
* (Two per antenna) #10 split lock washers *(Not Supplied)
* (Two per antenna) 10-24 machine screw hex nuts, coarse thread, zinc (not supplied).

» Optional multi configurational Bracket

* Provides measured position and offset for multiple antennas
« Kit includes: bracket, hardware, and RAM mount.
» Part #: 775-007119
* Mounts omni, panel, patch, and whip antennas
(Antennas sold separately)

* Unistrut or base attachment is an option (not supplied)

* Silicon Self-Fusing Tape is used to wrap external coaxial connections and/or any connections that
are exposed to moisture or corrosion. This is required to ensure that the connections are sealed
and protected.

Note: A coaxial termination document is located on page #: 57.

Antenna Types:

Receiving Antennas:

* All receiving antennas connect to the System Manager and run in pairs (2 antennas and 2
runs of coaxial cable).

* Both antennas must be separated by at least 12-24” and optimally should be placed at
different levels or heights.

Sending Antennas:

* All sending antennas connect to the Node and transmit to the receiving antennas
(1 per Node).

* Multiple sending antennas can be placed by each other, but they must be at least 6” apart,
and optimally should be placed at different levels or heights.



Wireless Antenna Guidelines

Antenna Options:
» External antenna whip (multi-directional, adjustable)
* Omni antenna (multi-directional)
 Patch/Panel antenna (directional, requires aiming & precision)

Mounting Options:

* Never drill holes in the antenna body. This can damage the antenna. Only drill holes in
the bracket or the mounting structure.

» Use the template to pre-drill the holes in the metal plate or the RAM bracket then mount the
antenna.

» Always mount the antennas with the cable exiting from the bottom (Not Cable Up).

» Multiple antennas can be mounted in the same area but require appropriate spacing and
separation.

* If the antenna is located outside, place it high enough to be above a snow level (i.e. 24”
above the roof line). Antennas must stay uncovered, and not get hit or damaged.

RAM bracket mounts, hardware:

* The antenna can be hard mounted to a bracket, you can utilize the RAM bracket to allow
easy attachment or directional aiming.

* Tighten the lock ball on the RAM bracket so that it is firm and secure and aimed in the
appropriate direction.

+ Utilize the template to mark the holes, and pre drill the bracket.

* Firmly secure the antenna to ensure that it will not become loose and change direction due
to wind or inclement weather.

Mounting for the antenna options:
External Whip Antennas (multi-directional)
* The antenna can be mounted directly to the node.
* A coaxial cable can be attached to the antenna and securely hard mounted. (Not supplied)
Omni Antennas
* Use the mounting brackets provided, then secure to a sturdy surface to ensure signal integrity.
* The omni antennas do not need to be directed or aimed toward other antennas. However
they can be adjusted at different positions or angles to optimize the signal strength. Note:
Neither the top nor bottom of omni antennas can be pointed at other antennas.
» Multiple antennas must be at least 12-24” apart, optimally placed at different levels or heights.

Patch/Panel Antennas (Directional, requires aiming)
» Multiple antennas must be at least 6” apart, optimally at different levels or heights.
» Patch/Panel Antennas require aiming to provide a direct visual or reflective signal between the
antennas.



Wireless Antenna Guidelines

Coax Cables and Connections

Cable:
» Utilize the Coaxial cables provided, ensure the end connectors are clean and free of
debris. If you are terminating a coaxial cable ensure that the center pin and grounding
shields are correct (detailed coaxial termination instructions are available on page #: 69)
* Do not nick, or kink the coaxial cable, use gentle bends (8” diameter bends) around corners
or through conduit.
 Always allow a drip loop to ensure that moisture does not accumulate in the
A connection or migrate into the antenna or the connection.
* Mount all antennas so that the cable exits the antenna from the bottom (dropping down).
Connections:
* Tighten as tight as possible by hand. Apply 1/8” to 1/4” additional turn using a wrench.
* Use Silicone Self-Fusing Tape (1”7 x 12”), to wrap external coaxial connections and/or any
A connections that are exposed to moisture or corrosion. This is required to ensure that the
connections are sealed and protected. Note: If this connection isn’t properly sealed, mois-
ture can enter the connection and the signal strength can degrade over time. The Silicone
Self-Fusing Tape is required to ensure the connections are sealed and protected.
Pin Placement:
« If the pin placement does not meet the following requirements then the signal strength will be
greatly diminished.




Wireless Antenna Guidelines

Examples and Templates

Single Patch antenna mounted to a RAM bracket Two Omni Antennas mounted on
antenna bracket

Single bracket template (you will need
to select or drill holes to match the

antenna and the mounting method) Two panel antennas mounted to RAM brackets
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External Whip attached to side of Node



Section G
Coaxial Termination Instructions

This Section covers basic instructions on how to install end connectors for coaxial cable. There
are different types of cables and end connectors.

Safety: Wear safety glasses to prevent metal braid from injuring eyes. The sharp edges of
the cable can easily cut or scratch you. The tools also have sharp cutting blades.

Typical Connector Installations:
* Installation of sending and receiving antennas. Establish the proper length of the cable
and how it will be routed. Both ends of the cable will need to be properly terminated.
* Node sending antenna with an attached coaxial cable.
* The System Manager receiving antennas with coaxial connections.

!I-I'

Components:
Coaxial Cable:
* 400 Series coaxial, low-loss 50 ohm
» 200 Series coaxial, low-loss 50 ohm

Tools: . )
« Razor Knife Instructional Video
. Pliers (https://youtu.be/UtSo7tFvRCw)

« Stripping Tools (Set-up document available upon request)
Tool Index Table:

Male End 400 ANM-1406 L-Com L-Com#HT- 0.1 0.429
# AT-strip-02 Crimp03

Female End 400 ANF-1406 L-Com L-Com#HT- 0.1 0.429
# AT-strip-02 Crimp03

Male End 200 ANM-1202 L-Com L-Com#HT- 0.068 0.429
# AT-strip-01 Crimp04

Female End 200 ANF-1202 L-Com L-Com#HT- 0.068 0.429
# AT-strip-01 Crimp04

Male End Connector

Pin, Ferrule, Connectors

Female End Connector

Stripping tools:

_ 400 top, 200 bottom




Step 1: Prepare the coaxial cable end
1) Make a clean cut on the cable and prepare for cable stripping.

Note: You will need to have the correct end connector (components section), stripping tool, and
crimp tool (tool index table) before proceeding to the next steps.

Step 2: Cut and strip the coaxial cable end. Select the proper stripping tool
(based on the size of the coax cable, see tool index).
1) Insert the ferrule onto the coaxial cable.
2) Insert the cable into the jaws of the stripping tool, on top of the blades.
» Ensure the coaxial cable extends beyond the body of the stripping tool (see illustration)
* Insert your index finger into the cable strippers finger ring; turn the cable stripper
clockwise 3.5 times (or until cut is complete).
* Open the crimp jaws and remove the cable.
» Carefully remove the small segment of coaxial cable shield.

Note: Trim the center conductor to the appropriate length prior to crimping the center pin.
(see pin termination table below)

Pin Termination Table: Measure the coaxial cable conductor length against the
corresponding ruler measurements.

Pin length should match values in

Male End 400 .25” 0= 1|
Female End 400 .25 Red Bar = .25 In

Male End 200 20" Green Bar = .20 In
Female End 200 .20

« Carefully remove the second cut segment of the outer jacket material. This will expose the
braid (you can use a utility knife to split this jacket; CAUTION: Do NOT cut the braid).

Step 3: Install the connector pin on the coaxial cable center conductor.
1) Make sure the ferrule is properly seated on the coaxial cable.
2) Slide the pin over the center copper conductor. Allow the pin to bottom out.
3) Crimp the pin using the crimp tool. Seat the pin using the appropriate crimp
(tool index table).

Step 4: Install the connector body over the connector pin.

1) Fold the braid back to the outer jacket.

2) Slide connector onto the coaxial cable so the pin protrudes as far as possible through the
connector (it is critical to get this seated as deep as possible. (See following images)

3) Fold the metal braid forward over the connector.

4) Slide the ferrule onto the connector.

5) Confirm that the pin depth through the connector is nearly flush with the connector body (this
must be acceptable prior to crimping, (See following images).

6) Crimp the ferrule using the crimp tool. Seat the ferrule using the appropriate crimp.

(Refer to Tool Index Table). Confirm that the connector is firmly secured to the cable.



Photos and Examples for each Termination Step
Step 1: Prepare the end

Step 2: Cut and strip - Extend the Coaxial Cable beyond the body of the stripping tool, after
stripping, check and center conductor length. Reference the Pin Termination Table.

\ Remove this end piece

Step 4: Install the body: Push the con-
nector body on as far as possible,
confirm the pin depth before crimping

Slide ferrule Crimp the ferrule Finished
onto connector (Further Instructions on next page) Connector



Additional Crimping Tips

Place the pin in the correct crimp jaws

Close the crimp tool to barely hold the pin

Fully Insert the conductor into the pin, then crimp the pin

Instructional Video
(https://lyoutu.be/UtSo7tFvRCw)



Notes




Notes




